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Abstract. We introduce a simple and practically efficient method for repairing inconsistent databases. The idea is to properly represent the underlying problem, and then use off-the-shelf applications for efficiently computing the corresponding solutions.

Given a possibly inconsistent database, we represent the possible ways to restore its consistency in terms of signed formulae. Then we show how the ‘signed theory’ that is obtained can be used by a variety of computational models for processing quantified Boolean formulae, or by constraint logic program solvers, in order to rapidly and efficiently compute desired solutions, i.e., consistent repairs of the database.

1 Introduction

In this paper we consider a uniform representation of repairs of inconsistent relational databases, that is, a general description of how to restore the consistency of databases instances that do not satisfy a given set of integrity constraints. We then show how this description can be used by a variety of computational methodologies for efficiently computing database repairs, i.e., new consistent database instances that differ from the original database instance by a minimal set of changes (with respect to set inclusion or set cardinality).

Reasoning with inconsistent databases has been extensively studied in the last few years, especially in the context of integrating (possibly contradicting) independent data-sources.\(^3\) In this paper we introduce a novel representation of the repair problem as a theory that consists of what we call signed formulae. Then we illustrate how off-the-shelf computational systems can use the theory to solve the problem, i.e., to compute repairs of the database. Here we apply two types of tools for repairing a database:

We show that the problem of finding repairs with minimal cardinality for a given database can be converted to the problem of finding minimal Herbrand models for the corresponding ‘signed theory’. Thus, once the process

\(^3\) See, e.g., \cite{[1, 4, 9, 10, 13, 14, 19, 20, 23]} for more details on reasoning with inconsistent databases and further references to related works.
for consistency restoration of the database has been represented by a signed theory (using a polynomial transformation), tools for minimal model computations (such as the Sicsus Prolog constraint solver [12], or the answer set programming solver dlv [15]) can be used to efficiently find the required repairs.

For finding repairs that are minimal with respect to set inclusion, satisfiability solvers on appropriate quantified Boolean formulae (QBF) can be utilized. Again, we provide a polynomial-time transformation to (signed) QBF theories, and show how QBF solvers [5, 11, 16, 18, 21, 26] can be used to restore the database consistency.

The rest of the paper is organized as follows: In the next section we formally define the underlying problem and in Section 3 we show how to represent it by signed formulae. In Sections 4 and 5 we show how constraint solvers for logic programs and quantified Boolean formulae can be utilized for computing database repairs based on the signed theories. In Section 6 we present some experimental results, and in Section 7 we conclude with some further remarks and observations.

2 Database Repairs

Let $L$ be a first-order language, based on a fixed database schema $S$ and a fixed domain $D$. Every element of $D$ has a unique name. A database instance $\mathcal{D}$ consists of atoms in the language $L$ that are instances of the schema $S$. As such, every database instance $\mathcal{D}$ has a finite active domain, $\mathcal{A}(\mathcal{D})$, which is a subset of $D$.

A database is a pair $(\mathcal{D}, \mathcal{I}C)$, where $\mathcal{D}$ is a database instance, and $\mathcal{I}C$, the set of integrity constraints, is a finite and classically consistent set of formulae in $L$. Given a database $\mathcal{DB} = (\mathcal{D}, \mathcal{I}C)$, we apply to it the closed world assumption, so only the facts that are explicitly mentioned in $\mathcal{D}$ are considered true. The underlying semantics of a database $(\mathcal{D}, \mathcal{I}C)$ corresponds, therefore, to the least Herbrand model of $\mathcal{D}$ (notation: $\mathcal{H}^\mathcal{D}$), i.e., the model of $\mathcal{D}$ that assigns true to all the ground instances of atomic formulae in $\mathcal{D}$, and assigns false to all the other atoms.

Given a database $\mathcal{DB} = (\mathcal{D}, \mathcal{I}C)$, let

$$\mathcal{DB}^A = \mathcal{D} \cup \mathcal{I}C^A = \mathcal{D} \cup \{\rho(\psi) \mid \psi \in \mathcal{I}C, \ \rho : \text{var}(\psi) \rightarrow \mathcal{A}(\mathcal{D})\},$$

where $\rho$ is a ground substitution of variables to the individuals of $\mathcal{A}(\mathcal{D})$, the active domain of $\mathcal{D}$. $\mathcal{DB}^A$ is called the Herbrand expansion of $\mathcal{DB}$. As $\mathcal{D}$, $\mathcal{I}C$, and $\mathcal{A}(\mathcal{D})$ are all finite sets, $\mathcal{DB}^A$ is also finite, and so $\Sigma^{DB}$ is $\{p_1, p_2, \ldots, p_n\}$, the set of the (ground) atomic formulae that appear in $\mathcal{DB}^A$, is finite as well.

\[\text{Thus, e.g., } \rho(\forall x \psi(x)) = \psi(p_1) \land \ldots \land \psi(p_n) \text{ and } \rho(\exists x \psi(x)) = \psi(p_1) \lor \ldots \lor \psi(p_n),\]

where $p_1, \ldots, p_n$ are the elements of $\mathcal{A}(\mathcal{D})$; the transformation for other formulae is standard.
what follows we shall assume that the databases are grounded w.r.t. their active domains, therefore we shall omit the superscripts of $IC^A$ and $DB^A$.

We say that a formula $\psi$ follows from a database instance $D$ (notation: $D \models \psi$) if the minimal Herbrand model of $D$ is also a model of $\psi$. A database $DB = (D, IC)$ is consistent if every formula in $IC$ follows from $D$ (notation: $D \models IC$).\(^5\)

Given a possibly inconsistent database, our goal is to restore its consistency, i.e., to ‘repair’ the database:

**Definition 2.1.** An update of a database $DB = (D, IC)$ is a pair $(Insert, Retract)$, s.t. $Insert \cap D = \emptyset$ and $Retract \subseteq D$.\(^6\) A repair of $DB$ is an update of $DB$, for which $(D \cup Retract \setminus Retract, IC)$ is a consistent database.

Intuitively, a database is updated by inserting the elements of $Insert$ and removing the elements of $Retract$. An update is a repair when the resulting database is consistent. Note that if $DB$ is consistent, then $(\emptyset, \emptyset)$ is a repair of $DB$.

**Example 2.1.** Let $DB = \{ \{P(a)\}, \{\forall x(P(x) \rightarrow Q(x))\} \}$. Clearly, this database is not consistent. The Herbrand expansion of $DB$ is $ \{ \{P(a)\}, \{P(a) \rightarrow Q(a)\} \}$, and it has three repairs, namely $R_1 = (\emptyset, \{P(a)\})$, $R_2 = (\{Q(a)\}, \emptyset)$, and $R_3 = (\{Q(a)\}, \{P(a)\})$ that correspond, respectively, to removing $P(a)$ from the database, inserting $Q(a)$ to the database, and performing both actions simultaneously.

Note that as the underlying semantics is determined by Herbrand interpretations, the Domain Closure Assumption\(^7\) is implicit here, and should be regarded as another constraint that should be satisfied by every repair. Therefore, e.g., $\{\{Q(b)\}, \{P(a)\}\}$ is not a repair of $DB$ in this case, for any $b \neq a$. Another implicit assumption, induced by the use of Herbrand semantics, is that Clark’s equality axioms are satisfied, and so the elements of $\Sigma^{DB}$ are all different.

As the example above shows, there are many ways to repair a given database, some of them may not be very natural or sensible. It is usual, therefore, to specify some preference criteria on the possible repairs, and to apply only those that are (most) preferred with respect to the underlying criterion. The most common criteria for preferring a repair $(Insert, Retract)$ over a repair $(Insert', Retract')$ are set inclusion \cite{1, 4, 9, 10, 14, 19, 20}, i.e.,

$(Insert, Retract) \leq_i (Insert', Retract')$ if $Insert \cup Retract \subseteq Insert' \cup Retract'$,

or minimal cardinality \cite{4, 13, 23}, i.e.,

$(Insert, Retract) \leq_c (Insert', Retract')$ if $|Insert| + |Retract| \leq |Insert'| + |Retract'|$.

\(^5\) That is, there is no integrity constraint that is violated in $D$.

\(^6\) Note that by conditions (1) and (2) it follows that $Insert \cap Retract = \emptyset$.

\(^7\) Namely, that the domain of every variable is in the set $\Sigma^{DB}$ of the ground atoms that appear in $DB$. 

Both criteria above reflect the intuitive feeling that a ‘natural’ way to repair an inconsistent database should require some minimal amount of changes, therefore the recovered data is kept ‘as close as possible’ to the original one. According to this view, for instance, each one of the repairs $R_1$ and $R_2$ of Example 2.1 is strictly better than $R_3$. Note also, that $(\emptyset, \emptyset)$ is the only $\leq_r$-preferred and \leq_r-preferred repair of consistent databases, as expected.

3 Representation of Repairs by Signed Formulae

In what follows we represent (preferred) repairs in terms of what we call ‘signed formulae’. Then we incorporate corresponding solvers in order to compute the repairs.

For every (ground) atom $p \in \Sigma^{DB}$ we introduce a new atom, $s_p$, intuitively understood as ‘switch’ $p$, or ‘change the status of’ $p$, that is, $s_p$ holds iff $p \in \text{Insert} \cup \text{Retract}$. For every integrity constraint $\psi \in \mathcal{I}$ we define a new formulae, $\bar{\psi}$, obtained from $\psi$ by simultaneously substituting every appearance of an atom $p$ by a corresponding expression $\tau_p$ that is defined as follows:

$$\tau_p = \begin{cases} \\
\neg s_p & \text{if } p \in D, \\
s_p & \text{otherwise.}
\end{cases}$$

The formula $\bar{\psi} = \psi[\tau_{p_1}/p_1, \ldots, \tau_{p_m}/p_m]$ (i.e., the simultaneous substitution in $\psi$ of all the atomic formulae $p_i$, $1 \leq i \leq m$, by their ‘signed expressions’ $\tau_{p_i}$) is called the signed formula that is obtained from $\psi$.

Given a repair $R = (\text{Insert}, \text{Retract})$ of a database $DB$, define a valuation $\nu_R$ on \{s_p \mid p \in \Sigma^{DB}\} as follows:

$$\nu_R(s_p) = t \text{ iff } p \in \text{Insert} \cup \text{Retract}.$$  

$\nu_R$ is called the valuation that is associated with $R$. Conversely, a valuation $\nu$ on \{s_p \mid p \in \Sigma^{DB}\} induces a database update $R^\nu = (\text{Insert}, \text{Retract})$, where $\text{Insert} = \{p \notin D \mid \nu(s_p) = t\}$ and $\text{Retract} = \{p \in D \mid \nu(s_p) = t\}$.\(^8\) Obviously, these mappings are the inverse of each other.

Example 3.1. Let $DB = \{(p), \{p \rightarrow q\}\}$ be a ground representation of the database considered in Example 2.1. In this case, the sign formula of $\psi = p \rightarrow q$ is $\bar{\psi} = \neg s_p \rightarrow s_q$, or, equivalently, $s_p \lor s_q$. Intuitively, this formula indicates that in order to restore the consistency of $DB$, at least one of $p$ or $q$ should be ‘switched’, i.e., either $p$ should be removed from the database or $q$ should be inserted to it. Indeed, the three classical models of $\bar{\psi}$ are exactly the three valuations on \{s_p, s_q\} that are associated with the three repairs of $DB$ (see Example 2.1). The next theorem shows that this is not a coincidence.

\(^8\) Clearly, $R^\nu$ is an update of $DB$, but it is not necessarily a repair of $DB$ (see Definition 2.1).
Theorem 3.1. Let $DB = (D, IC)$ be a database. Denote: $$\overline{\mathcal{R}} = \{ \overline{\psi} \mid \psi \in IC \}.$$

a) if $\mathcal{R}$ is a repair of $DB$ then $\nu^R$ is a model of $\overline{\mathcal{R}}$,

b) if $\nu$ is a model of $\overline{\mathcal{R}}$ then $\nu^\mathcal{R}$ is a repair of $DB$.

Proof. For (a), suppose that $\mathcal{R}$ is a repair of $DB = (D, IC)$. Then, in particular, $D^R = IC$, where $D^R = D \cup \text{Insert} \setminus \text{Retract}$. Let $H^{D_R}$ be the least Herbrand model of $D^R$, and let $\psi \in IC$. Then $H^{D_R}(\psi) = t$, and so it remains to show that $\nu^R(\overline{\psi}) = H^{D_R}(\psi)$. The proof of this is by induction on the structure of $\psi$, and we show only the base step (the rest is trivial), i.e., for every $p \in \Sigma^{DB}$, $\nu^R(p) = H^{D_R}(p)$. Indeed,

\[ p \in D \setminus \text{Retract} \Rightarrow p \in D^R \Rightarrow \nu^R(p) = \nu^R(-s_p) = \neg \nu^R(s_p) = \neg f = t = H^{D_R}(p). \]

\[ p \in \text{Retract} \Rightarrow p \in D \setminus D^R \Rightarrow \nu^R(p) = \nu^R(-s_p) = \neg \nu^R(s_p) = \neg f = f = H^{D_R}(p). \]

\[ p \in \text{Insert} \Rightarrow p \in D^R \setminus D \Rightarrow \nu^R(p) = t = H^{D_R}(p). \]

\[ p \notin D \cup \text{Insert} \Rightarrow p \notin D^R \Rightarrow \nu^R(p) = \nu^R(s_p) = f = H^{D_R}(p). \]

For part (b), suppose that $\nu$ is a model of $\overline{\mathcal{R}}$. Let

$$\mathcal{R}^\nu = (\text{Insert}, \text{Retract}) = (\{ p \notin D \mid \nu(s_p) = t \}, \{ p \in D \mid \nu(s_p) = t \}).$$

We shall show that $\mathcal{R}^\nu$ is a repair of $DB$. According to Definition 2.1, it is obviously an update. It remains to show that every $\psi \in IC$ follows from $D^R = D \cup \text{Insert} \setminus \text{Retract}$, i.e., that $H^{D_R}(\psi) = t$, where $H^{D_R}$ is the least Herbrand model of $D^R$. Since $\nu$ is a model of $\overline{\mathcal{R}}$, $\nu(\overline{\psi}) = t$, and so it remains to show that $H^{D_R}(\psi) = \nu(\overline{\psi})$. Again, the proof is by induction on the structure of $\psi$, and we show only the base step, that is, for every $p \in \Sigma^{DB}$, $H^{D_R}(p) = \nu(p)$:

\[ p \in D \setminus \text{Retract} \Rightarrow p \in D^R, \nu(s_p) = f \Rightarrow H^{D_R}(p) = t = \nu(s_p) = \nu(-s_p) = \nu(\overline{p}). \]

\[ p \in \text{Retract} \Rightarrow p \in D \setminus D^R, \nu(s_p) = t \Rightarrow H^{D_R}(p) = f = \nu(s_p) = \nu(-s_p) = \nu(\overline{p}). \]

\[ p \in \text{Insert} \Rightarrow p \in D^R \setminus D, \nu(s_p) = t \Rightarrow H^{D_R}(p) = t = \nu(s_p) = \nu(\overline{p}). \]

\[ p \notin D \cup \text{Insert} \Rightarrow p \notin D^R, \nu(s_p) = f \Rightarrow H^{D_R}(p) = f = \nu(s_p) = \nu(\overline{p}). \]

The last theorem implies, in particular, that in order to compute repairs for a given database $DB$, it is sufficient to find the models of the signed formulae that are induced by the integrity constraints of $DB$; the pairs that are induced by these models are the repairs of $DB$.

Example 3.2. Consider again the (grounded) database of Examples 2.1 and 3.1. The corresponding signed formula $\overline{\psi} = s_p \lor s_q$ has three models $\{ s_p: t, s_q: f \}$, $\{ s_p: f, s_q: t \}$, and $\{ s_p: t, s_q: f \}$.

These models induce, respectively, three pairs, $(\{ q \}, \{ p \})$, $(\{ q \}, \{ q \})$, and $(\{ q \}, \{ p \})$, which are the repairs of $DB$ (cf. Example 2.1).

\[ \text{We are denoting here by } p:x \text{ the fact that the atom } p \text{ is assigned the value } x \text{ by the corresponding valuation.} \]
4 Computing Preferred Repairs by Model Generation

In this section we show how solvers for constraint logic programs (CLPs), answer-set programming (ASP) and SAT solvers can be used for computing $\leq_\nu$-preferred repairs and $\leq_\nu$-preferred repairs. The experimental results are presented in Section 6.

4.1 Computing $\leq_\nu$-Preferred Repairs

By Theorem 3.1, the repairs of a database correspond exactly to the models of the signed theory. It is straightforward to see that $\leq_\nu$-preferred repairs of $DB$ (i.e., those with minimal cardinality) correspond to models of $\overline{IC}$ that minimize the number of $t$-assignments of the atoms $s_p$. Hence, the problem is to find Herbrand models for $\overline{IC}$ with minimal cardinality (called $\leq_\nu$-minimal Herbrand models).

Theorem 4.1. Let $DB = (D, IC)$ be a database and $\overline{IC} = \{ \overline{\psi} \mid \psi \in IC \}$. Then:

a) if $R$ is a $\leq_\nu$-preferred repair of $DB$, then $\nu^R$ is a $\leq_\nu$-minimal Herbrand model of $\overline{IC}$.

b) if $\nu$ is a $\leq_\nu$-minimal Herbrand model of $\overline{IC}$, then $R^\nu$ is a $\leq_\nu$-preferred repair of $DB$.

We discuss two techniques to compute $\leq_\nu$-minimal Herbrand models. The first approach is to use a finite domain CLP solver. Encoding the computation of $\leq_\nu$-preferred repair using a finite domain constraint solver is a straightforward process. The "switch atoms" $s_p$ are encoded as finite domain variables with domain $\{0, 1\}$. A typical encoding specifies the relevant constraints (i.e., the encoding of $\overline{IC}$), assigns a special variable, Sum, for summing-up all the signed variables that are assigned the value '1', and asks for a solution with a minimal value for Sum.

Example 4.1. Below is a code for repairing the database of Example 3.2 with Sicstus Prolog finite domain constraint solver CLP(FD) [12].

```prolog
domain([Sp,Sq],0,1), % domain of the signed atoms
Sp #\= Sq, % the signed theory
sum([Sp,Sq],#=,Sum), % Sum = sum of vars with val 1
minimize(labeling([],[Sp,Sq]),Sum). % find a solution with min sum
```

The solutions computed here are [1,0] and [0,1], and the value of Sum is 1. This means that the cardinality of the $\leq_\nu$-preferred repairs of $DB$ should be 1, and that these repairs are induced by the valuations $\nu_1 = \{s_p : t, s_q : f\}$ and $\nu_2 = \{s_p : f, s_q : t\}$. Thus, the two $\leq_\nu$-minimal repairs here are $\{(\),\{p\}\}$ and $\{(\{q\},\{\}\)$, which indeed insert or retract exactly one atomic formula.

\footnote{A Boolean constraint solver would also be appropriate here. As Sicstus Prolog Boolean constraint solver has no minimization capabilities, we prefer to use here the finite domain constraint solver.}
A second approach is to use the disjunctive logic programming system DLV [15]. To compute $\leq \gamma$-minimal repairs using DLV, the signed theory $\Sigma^C$ is transformed into a propositional clausal form. A clausal theory is a special case of a disjunctive logic program without negation in the body of the clauses. The stable models of a disjunctive logic program without negation as failure in the body of rules coincide exactly with the $\leq \gamma$-minimal models of such a program. Hence, by transforming the signed theory $\Sigma^C$ to clausal form, DLV can be used to compute $\leq \gamma$-minimal Herbrand models. To eliminate models with non-minimal cardinality, weak constraints are used. A weak constraint is a formula for which a cost value is defined. With each model computed by DLV, a cost is defined as the sum of the cost values of all weak constraints satisfied in the model. The DLV system can be asked to generate models with minimal total cost. The set of weak constraints used to compute $\leq \gamma$-minimal repairs is exactly the set of all atoms $s_p$; each atom has cost 1. Clearly, $\leq \gamma$-minimal models of a theory with minimal total cost are exactly the models with least cardinality.

**Example 4.2.** Below is a code for repairing the database of Example 3.2 with DLV.

\[
\text{Sp v Sq. } % \text{ the clause} \\
\text{:- Sp. } % \text{ the weak constraints (their cost is 1 by default)} \\
\text{:- Sq.}
\]

Clearly, the solutions here are $\{s_p : t, s_q : f\}$ and $\{s_p : f, s_q : t\}$. These valuations induce the two $\leq \gamma$-minimal repairs of $DB$, $R_1 = (\{\}, \{p\})$ and $R_2 = (\{q\}, \{\})$.

### 4.2 Computing $\leq \gamma$-Preferred Repairs

The $\leq \gamma$-preferred repairs of a database correspond to minimal Herbrand models with respect to set inclusion of the signed theory $\Sigma^C$. We focus on the computation of one minimal model. The reason is simply that in most sizable applications, the computation of all minimal models is not feasible (there are too many of them). We consider here three simple techniques to compute a $\leq \gamma$-preferred repair. In the next section we consider another more complex method.

I. One technique, mentioned already in the previous section, is to transform $\Sigma^C$ to clausal form and use the DLV system. In this case the weak constraints are not needed.

II. Another possibility is to adapt CLP-techniques to compute $\leq \gamma$-minimal models of Boolean constraints. The idea is simply to make sure that whenever a Boolean variable (or a finite domain variable with domain $\{0, 1\}$) is selected for being assigned a value, one first assigns the value 0 before trying to assign the value 1.

**Proposition 4.1.** If the above strategy for value selection is used, then the first computed model is provably a $\leq \gamma$-minimal model.
Proof. Consider the search tree of the CLP-problem. Each path in this tree represents a value assignment to a subset of the constraint variables. Internal nodes, correspond to partial solutions, are labeled with the variable selected by the labeling function of the solver and have two children: the left child assigns value 0 to the selected variable and the right child assigns value 1. We say that node \( n_2 \) is on the right of a node \( n_1 \) in this tree if \( n_2 \) appears in the right subtree, and \( n_1 \) appears in the left subtree of the deepest common ancestor node of \( n_1 \) and \( n_2 \). It is then easy to see that in such a tree, each node \( n_2 \) to the right of a node \( n_1 \) assigns the value 1 to the variable selected in this ancestor node, whereas \( n_1 \) assigns value 0 to this variable. Consequently, the leftmost node in the search tree which is a model of the Boolean constraints, is \( \leq_i \)-minimal. \( \square \)

In CLP-systems such as Sicstus Prolog, one can control the order in which values are assigned to variables. We have implemented the above strategy and discuss the results in Section 6.

III. A third technique considered here uses SAT-solvers. SAT-solvers, such as zChaff [25], do not compute directly minimal models, but can be easily extended to do so. The algorithm uses the SAT-solver to generate models of the theory \( \mathcal{T} \), until it finds a minimal model. Minimality of a model \( M \) of \( \mathcal{T} \) can be verified by checking the unsatisfiability of \( \mathcal{T} \), augmented with the axioms \( \bigvee_{p \in M} \neg p \) and \( \bigwedge_{p \in M} \neg p \). The model \( M \) is minimal exactly when these axioms are inconsistent with \( \mathcal{T} \). This approach has been tested using the SAT solver zChaff [25]; the results are discussed in Section 6.

5 Computing \( \leq_i \)-Preferred Repairs by QBF Solvers

In this section we show how solvers for quantified Boolean formulae (QBFs) can be used for computing the \( \leq_i \)-preferred repairs of a given database. In this case it is necessary to add to the signed formulae of \( \mathcal{TC} \) an axiom (represented by a quantified Boolean formula) that expresses \( \leq_i \)-minimality, i.e., that an \( \leq_i \)-preferred repair is not included in any other database repair. Then, QBF solvers such as QUPOS [5], EVALUATE [11], QUIP [16], QSOLVE [17], QuBE [18], QKN [21], SEMPROP [22], and DECIDE [26], can be applied to the signed quantified Boolean theory that is obtained, in order to compute the \( \leq_i \)-preferred repairs of the database. Below we give a formal description of this process.

5.1 Quantified Boolean Formulae

Quantified Boolean formulae (QBFs) are propositional formulae extended with quantifiers \( \forall, \exists \) over propositional variables. In what follows we shall denote propositional formulae by Greek lower-case letters (usually \( \psi, \phi \)) and QBFs by Greek upper-case letters (e.g., \( \Psi, \Phi \)). Intuitively, the meaning of a QBF of the form \( \exists p \forall q \psi \) is that there exists a truth assignment of \( p \) such that \( \psi \) is true for every truth assignment of \( q \). Next we formalize this intuition.
As usual, we say that an occurrence of an atomic formula \( p \) is free if it is not in the scope of a quantifier \( \forall, \exists \), and we denote by \( \Psi[\phi_1/p_1, \ldots, \phi_m/p_m] \) the uniform substitution of each free occurrence of a variable \( p_i \) in \( \Psi \) by a formula \( \phi_i \), for \( i = 1, \ldots, m \). The notion of a valuation is extended to QBFs as follows: Given a function \( \nu_{\text{sat}} : \Sigma^{DB} \cup \{t, f\} \rightarrow \{t, f\} \) s.t. \( \nu(t) = t \) and \( \nu(f) = f \), a valuation \( \nu \) on QBFs is recursively defined as follows:

\[
\begin{align*}
\nu(p) &= \nu_{\text{sat}}(p) \text{ for every } p \in \Sigma^{DB} \cup \{t, f\}, \\
\nu(\neg \psi) &= \neg \nu(\psi), \\
\nu(\psi \circ \phi) &= \nu(\psi) \circ \nu(\phi), \text{ where } \circ \in \{\land, \lor, \rightarrow, \leftrightarrow\}, \\
\nu(\forall p \psi) &= \nu(\psi[p/t]) \land \nu(\psi[f/p]), \\
\nu(\exists p \psi) &= \nu(\psi[p/t]) \lor \nu(\psi[f/p]).
\end{align*}
\]

A valuation \( \nu \) satisfies a QBF \( \Psi \) if \( \nu(\Psi) = t \); \( \nu \) is a model of a set \( \Gamma \) of QBFs if it satisfies every element of \( \Gamma \). A QBF \( \Psi \) is entailed by a set \( \Gamma \) of QBFs (notation: \( \Gamma \vdash \Psi \)) if every model of \( \Gamma \) is also a model of \( \Psi \). In what follows we shall use the following notations: for two valuations \( \nu_1 \) and \( \nu_2 \) we denote by \( \nu_1 \leq \nu_2 \) that for every atomic formula \( p \), \( \nu_1(p) \rightarrow \nu_2(p) \) is true. We shall also write \( \nu_1 < \nu_2 \) to denote that \( \nu_1 \leq \nu_2 \) and \( \nu_2 \not\leq \nu_1 \).

### 5.2 Representing \( \leq^\tau \)-Preferred Repairs by Signed QBFs

It is well-known that quantified Boolean formulae can be used for representing circumscription [24], thus they properly express logical minimization [7, 8]. In our case we use this property for expressing minimization of repairs w.r.t. set inclusion.

Given a database \( DB = (D, IC) \), denote by \( IC[A] \) the conjunction of all the elements in \( IC \) (i.e., the conjunction of all the signed formulae that are obtained from the integrity constraints of \( DB \)). Consider the following QBF, denoted \( \Psi_{DB} \):

\[
\forall s'_{p_1}, \ldots, s'_{p_n} \left( IC[A][s'_{p_1}/s_{p_1}, \ldots, s'_{p_n}/s_{p_n}] \rightarrow \bigwedge_{i=1}^{n} (s'_{p_i} \rightarrow s_{p_i}) \rightarrow \bigwedge_{i=1}^{n} (s_{p_i} \rightarrow s'_{p_i}) \right).
\]

Consider a model \( \nu \) of \( IC[A] \), i.e., a valuation for \( s_{p_1}, \ldots, s_{p_n} \) that makes \( IC[A] \) true. The QBF \( \Psi_{DB} \) express that every interpretation \( \mu \) (valuation for \( s'_{p_1}, \ldots, s'_{p_n} \)) that is a model of \( IC[A] \), has the property that \( \mu \leq \nu \) implies \( \nu \leq \mu \), i.e., there is no model \( \mu \) of \( IC[A] \), s.t. the set \( \{s_{p_i} \mid \nu(s_{p_i}) = t\} \) properly contains the set \( \{s_{p_i} \mid \mu(s_{p_i}) = t\} \). In terms of database repairs, this means that if \( R^\nu = (\text{Insert}, \text{Retract}) \) and \( R^\mu = (\text{Insert}', \text{Retract}') \) are the database repairs that are associated, respectively, with \( \nu \) and \( \mu \), then \( \text{Insert}' \cup \text{Retract}' \not\subseteq \text{Insert} \cup \text{Retract} \).

It follows, therefore, that in this case \( R^\nu \) is a \( \leq^\tau \)-preferred repair of \( DB \), and in general \( \Psi_{DB} \) represents \( \leq^\tau \)-minimality.
Example 5.1. With the database $DB$ of Examples 2.1, 3.1, and 3.2, $IC \cup \Psi_{DB}$ is the following theory, $\Gamma$:

$$\left\{ s_p \lor s_q, \forall s'_p \forall s'_q \left( (s'_p \lor s'_q) \rightarrow ((s'_p \rightarrow s_p) \land (s'_q \rightarrow s_q)) \rightarrow (s_p \rightarrow s'_p) \land (s_q \rightarrow s'_q) \right) \right\}.$$ 

The models of $\Gamma$ are those that assign $t$ either to $s_p$ or to $s_q$, but not to both of them, i.e., $\nu_1 = (s_p : t, s_q : f)$ and $\nu_2 = (s_p : f, s_q : t)$. The database updates that are induced by these valuations are, respectively, $R^{\nu_1} = (\{\} \setminus \{p\})$ and $R^{\nu_2} = (\{q\} \setminus \{p\})$. By Theorem 5.1 below, these are the only $\leq_i$-preferred repairs of $DB$.

Theorem 5.1. Let $DB = (D, IC)$ be a database and $IC = \{ \psi \mid \psi \in IC \}$. Then:

a) if $R$ is an $\leq_i$-preferred repair of $DB$ then $\nu^R$ is a model of $IC \cup \Psi_{DB}$,

b) if $\nu$ is a model of $IC \cup \Psi_{DB}$ then $R^\nu$ is an $\leq_i$-preferred repair of $DB$.

Proof. Suppose that $R = (\text{Insert}, \text{Retract})$ is an $\leq_i$-preferred repair of $DB$. In particular, it is a repair of $DB$ and so, by Theorem 3.1, $\nu^R$ is a model of $IC$. Since Theorem 3.1 also assures that a database update that is induced by a model of $IC$ is a repair of $DB$, in order to prove both parts of the theorem, it remains to show that the fact that $\nu^R$ satisfies $\Psi_{DB}$ is a necessary and sufficient condition for ensuring that $R$ is $\leq_i$-minimal among the repairs of $DB$. Indeed, $\nu^R$ satisfies $\Psi_{DB}$ if and only if for every valuation $\mu$ that satisfies $IC$, and for which $\mu < \nu^R$, it is also true that $\nu^R \leq \mu$. Thus, $\nu^R$ satisfies $\Psi_{DB}$ if there is no model $\mu$ of $IC$ s.t. $\mu < \nu^R$; if (by Theorem 3.1 again) there is no repair $R'$ of $DB$ s.t. $\nu^{R'} < \nu^R$, if there is no repair $R' = (\text{Insert}', \text{Retract}')$ s.t. $\text{Insert}' \cup \text{Retract}' \subseteq \text{Insert} \cup \text{Retract}$, if $R$ is an $\leq_i$-minimal repairs of $DB$.

Note 5.1. (Complexity results) A skeptical (conservative) approach to query answering is considered, e.g., in [1, 19], where an answer to a query $Q$ and a database $DB$ is evaluated with respect to (the databases that are obtained from) all the $\leq_i$-preferred repairs of $DB$. A credulous approach to the same problem evaluates queries with respect to some $\leq_i$-preferred repair of $DB$. Theorem 5.1 implies the following upper complexity bounds for these approaches:

Corollary 5.1. Credulous query answering lies in $\Sigma^P_2$, and skeptical query answering is in $\Pi^P_2$.

Proof. By Theorem 5.1, credulous query answering is equivalent to satisfiability checking for $IC \cup \Psi_{DB}$, and conservative query answering is equivalent to entailment checking for the same theory (see also Corollary 5.2 below). Thus, these decision problems can be encoded by QBFs in prenex normal form with exactly one quantifier alternation. The corollary is obtained, now, by the following well-known result:

Proposition 5.1. [27] Given a propositional formula $\psi$, whose atoms are partitioned into $i \geq 1$ sets $\{p^1_1, \ldots, p^1_{m_1}\}, \ldots, \{p^i_1, \ldots, p^i_{m_i}\}$, deciding whether

$$\exists p_1, \ldots, \exists p^1_{m_1}, \forall p^2_1, \ldots, \forall p^2_{m_2}, \ldots, Qp^i_1, \ldots, Qp^i_{m_i} \psi$$
is true, is $\Sigma^P_i$-complete (where $Q = \exists$ if $i$ is odd and $Q = \forall$ if $i$ is even). Also, deciding if

$$\forall p_1, \ldots, \forall p_{m_1}, \exists p_2, \ldots, \exists p_{m_2}, \ldots, Q p_1, \ldots, Q p_i, \psi$$

is true, is $\Pi^P_i$-complete (where $Q = \forall$ if $i$ is odd and $Q = \exists$ if $i$ is even). \qed

As shown, e.g., in [19], the complexity bounds specified in the last corollary are strict, i.e., these decision problems are hard for the respective complexity classes.

**Note 5.2.** (Consistent query answering) Another consequence of Theorem 5.1 is that the conservative approach to query answering [1, 19] may be represented in our context in terms of a consequence relation as follows:

**Corollary 5.2.** $Q$ is a consistent query answer of a database $DB = (D,T)$ in the sense of [1, 19] if $T \cup \Psi_{DB} \vdash Q$.

The last corollary and Section 4.2 provide, therefore, some additional methods for consistent query answering, all of them are based on signed theories.

### 6 Experiments and Comparative Study

The idea of using formulae that introduce new (‘signed’) variables aimed at designating the truth assignments of other related variables is used, for different purposes, e.g., in [2, 3, 6, 7]. In the area of database integration, signed variables are used in [19], and have a similar intended meaning as in our case. In [19], however, only $\leq$-preferred repairs are considered, and a rewriting process for converting relational queries over a database with constraints to extended disjunctive queries (with two kinds of negations) over database without constraints, must be employed. As a result, only solvers that are able to process disjunctive Datalog programs and compute their stable models (e.g., DLV), can be applied. In contrast, as we have already noted above, motivated by the need to find practical and effective methods for repairing inconsistent databases, signed formulae serve here as a representative platform that can be directly used by a variety of off-the-shelf applications for computing (either $\leq$-preferred or $\leq_e$-preferred) repairs. In what follows we examine some of these applications and compare their appropriateness to the kind of problems that we are dealing with.

We have randomly generated instances of a database, consisting of three relations: teacher of the schema (teacher, name), course of the schema (course, name), and teaches of the schema (teacher, name, course, name). Also, the following two integrity constraints were specified:

**ic1** A course is given by one teacher:

$$\forall X \forall Y \forall Z \left( \left( \text{teacher}(X) \land \text{teacher}(Y) \land \text{course}(Z) \land \text{teaches}(X, Z) \land \text{teaches}(Y, Z) \right) \rightarrow X = Y \right)$$
ic2 Each teacher gives at least one course:

\[
\forall X \left( \text{teacher}(X) \rightarrow \exists Y \left( \text{course}(Y) \land \text{teaches}(X, Y) \right) \right)
\]

The next four test cases (identified by the enumeration below) were considered:

1. Small database instances with ic1 as the only constraint.
2. Larger database instances with ic1 as the only constraint.
3. Databases with \( IC = \{ \text{ic1, ic2} \} \), where the number of courses equals the number of teachers.
4. Databases with \( IC = \{ \text{ic1, ic2} \} \) and with fewer courses than teachers.

Note that in the first two test cases, only retractions of database facts are needed in order to restore consistency, in the third test case both insertion and retractions may be needed, and the last test case is unsolvable, as the theory is not satisfiable.

For each benchmark we generated a sequence of instances with an increasing number of database facts, and tested them w.r.t. the following applications:

**ASP/CLP-solvers:**

**QBF-solvers:**
- SEmPROP [22] (release 24.02.02), QuBE-BJ [18] (release 1.3), DECIIDE [26].

**SAT-solvers:**
- A minimal-model generator based on zChaff [25].

The goal was to construct \( \leq r \)-preferred repairs within a time limit of five minutes. The systems DLV and CLP(FD) were tested also for constructing \( \leq r \)-preferred repairs. All the experiments were done on a Linux machine, 800MHz, with 512MB memory. Tables 1-4 show the results for providing the first answer.\(^{11}\)

The results of the first benchmark (Table 1) indicate that DLV, CLP, and zChaff perform much better than the QBF-solvers. In fact, among the QBF-solvers that were tested, only SEmPROP could repair within the time limit most of the database instances of benchmark 1, and none of them could successfully repair (within the time restriction) the larger database instances, tested in benchmark 2. Also, we encountered some space limitation problems and a bug\(^{12}\) in DECIIDE, and this discouraged us from using it in our experiments.

Another observation from Tables 1-4 is that DLV, CLP, and the zChaff-based system, perform very good for minimal inclusion greedy algorithms. However,

\(^{11}\) Times are in given in seconds, empty cells mean that timeout is reached without an answer, \( n \) is the number of variables, \( IC \) is the number of grounded integrity constraints, and size is the size of the repairs.

\(^{12}\) For the unsatisfiable QBF \( \exists x y w v (x \lor y) \land (u \lor v) \), the answer \( x = 1 \) and \( y = 0 \) is returned. The system developers were notified about this and the bug is being fixed.
Table 1. Results for test case 1

<table>
<thead>
<tr>
<th>Test info.</th>
<th>IC</th>
<th>size</th>
<th>(\leq)-repairs</th>
<th>(\leq)-repairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>vars</td>
<td></td>
<td>DLV</td>
<td>CLP</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>12</td>
<td>8</td>
<td>0.005</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>16</td>
<td>7</td>
<td>0.013</td>
</tr>
<tr>
<td>3</td>
<td>30</td>
<td>28</td>
<td>12</td>
<td>0.009</td>
</tr>
<tr>
<td>4</td>
<td>35</td>
<td>40</td>
<td>15</td>
<td>0.023</td>
</tr>
<tr>
<td>5</td>
<td>40</td>
<td>48</td>
<td>16</td>
<td>0.016</td>
</tr>
<tr>
<td>6</td>
<td>45</td>
<td>42</td>
<td>17</td>
<td>0.021</td>
</tr>
<tr>
<td>7</td>
<td>50</td>
<td>38</td>
<td>15</td>
<td>0.013</td>
</tr>
<tr>
<td>8</td>
<td>55</td>
<td>50</td>
<td>20</td>
<td>0.008</td>
</tr>
<tr>
<td>9</td>
<td>60</td>
<td>58</td>
<td>21</td>
<td>0.014</td>
</tr>
<tr>
<td>10</td>
<td>65</td>
<td>64</td>
<td>22</td>
<td>0.023</td>
</tr>
<tr>
<td>11</td>
<td>70</td>
<td>50</td>
<td>22</td>
<td>0.014</td>
</tr>
<tr>
<td>12</td>
<td>75</td>
<td>76</td>
<td>27</td>
<td>0.021</td>
</tr>
<tr>
<td>13</td>
<td>80</td>
<td>86</td>
<td>29</td>
<td>0.021</td>
</tr>
<tr>
<td>14</td>
<td>85</td>
<td>76</td>
<td>30</td>
<td>0.022</td>
</tr>
<tr>
<td>15</td>
<td>90</td>
<td>78</td>
<td>32</td>
<td>0.024</td>
</tr>
<tr>
<td>16</td>
<td>95</td>
<td>98</td>
<td>35</td>
<td>0.027</td>
</tr>
<tr>
<td>17</td>
<td>100</td>
<td>102</td>
<td>40</td>
<td>0.017</td>
</tr>
<tr>
<td>18</td>
<td>105</td>
<td>102</td>
<td>37</td>
<td>0.018</td>
</tr>
<tr>
<td>19</td>
<td>110</td>
<td>124</td>
<td>43</td>
<td>0.030</td>
</tr>
<tr>
<td>20</td>
<td>115</td>
<td>116</td>
<td>44</td>
<td>0.027</td>
</tr>
</tbody>
</table>

Table 2. Results for test case 2

<table>
<thead>
<tr>
<th>Test info.</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>vars</td>
<td>IC</td>
<td>size</td>
<td>(\leq)-repairs</td>
<td>(\leq)-repairs</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>480</td>
<td>171</td>
<td>470</td>
<td>0.232</td>
<td>0.330</td>
<td>0.155</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>580</td>
<td>214</td>
<td>544</td>
<td>0.366</td>
<td>0.440</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>600</td>
<td>263</td>
<td>750</td>
<td>0.422</td>
<td>0.610</td>
<td>0.062</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>810</td>
<td>300</td>
<td>796</td>
<td>0.630</td>
<td>0.860</td>
<td>0.079</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>940</td>
<td>349</td>
<td>946</td>
<td>0.815</td>
<td>1.190</td>
<td>0.094</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1080</td>
<td>410</td>
<td>1108</td>
<td>1.107</td>
<td>1.560</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1230</td>
<td>428</td>
<td>1112</td>
<td>1.334</td>
<td>2.220</td>
<td>0.107</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1390</td>
<td>509</td>
<td>1362</td>
<td>1.742</td>
<td>2.580</td>
<td>0.135</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1500</td>
<td>575</td>
<td>1562</td>
<td>2.254</td>
<td>3.400</td>
<td>0.194</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1740</td>
<td>675</td>
<td>1782</td>
<td>2.901</td>
<td>4.140</td>
<td>0.182</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1930</td>
<td>719</td>
<td>2042</td>
<td>3.592</td>
<td>5.260</td>
<td>0.253</td>
<td></td>
</tr>
</tbody>
</table>
### Table 3. Results for test case 3

<table>
<thead>
<tr>
<th>Test info.</th>
<th>≤₃-repairs</th>
<th>≤₅-repairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>vars</td>
<td>size</td>
</tr>
<tr>
<td>1</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>9</td>
</tr>
<tr>
<td>3</td>
<td>49</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>23</td>
</tr>
<tr>
<td>5</td>
<td>81</td>
<td>30</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>34</td>
</tr>
<tr>
<td>7</td>
<td>121</td>
<td>38</td>
</tr>
<tr>
<td>8</td>
<td>144</td>
<td>47</td>
</tr>
<tr>
<td>9</td>
<td>169</td>
<td>51</td>
</tr>
<tr>
<td>10</td>
<td>196</td>
<td>68</td>
</tr>
<tr>
<td>11</td>
<td>225</td>
<td>70</td>
</tr>
</tbody>
</table>

### Table 4. Results for test case 4

<table>
<thead>
<tr>
<th>Test info.</th>
<th>≤₃-repairs</th>
<th>≤₅-repairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>No.</td>
<td>teachers</td>
<td>courses</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>11</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>7</td>
<td>17</td>
<td>10</td>
</tr>
</tbody>
</table>
when using DLV and CLP for cardinality minimization, their performance is much worse. This is due to an exhaustive search for a $\leq_\tau$-minimal solution.

While in benchmark 1 the time differences among DLV, CLP, and zChaff, for computing $\leq_\tau$-repairs are marginal, in the other benchmarks the differences become more evident. Thus, for instance, zChaff performs better than the other solvers w.r.t. bigger database instances with many simple constraints (see benchmark 2), while DLV performs better when the problem has bigger and more complicated sets of constraints (see benchmark 3). The SAT approach with zChaff was the fastest in detecting unsatisfiable situations (see benchmark 4). As shown in Table 4, detecting unsatisfiability requires a considerable amount of time, even for small instances.

Some of the conclusions from the experiments may be summarized as follows:

1. In principle, QBF-solvers, CLP-solvers, ASP-solvers, and SAT-solvers are all adequate tools for computing database repairs.

2. All the QBF-solvers, as well as DLV and zChaff, are ‘black-boxes’ that accept the problem specification in a certain format. In contrast, CLP(FD) provides a more ‘open’ environment, in which it is possible to incorporate problem-specific search algorithms, such as the greedy algorithm for finding $\leq_\tau$-minimal repairs (see Section 4.2).

3. Currently, the performance of the QBF-solvers is considerably below that of the other solvers. Moreover, most of the QBF-solvers require that the formulae are represented in prenex CNF, and specified in Dimacs or Rintanen format. These requirements are usually space-demanding. In our context, the fact that many QBF-solvers (e.g., SEmPROP and QuBE-BJ) return only ‘yes/no answers (according to the satisfiability of the input theory), is another problem, since it is impossible to construct repairs only by these answers. One needs to be able to extract the assignments to the outermost existentially quantified variables (as done, e.g., by DECIDE).

Despite these drawbacks of QBF-solvers, reasoning with QBFs seems to be particularly suitable for our needs, since this framework provides a natural way to express minimization (in our case, representations of optimal repairs). It is most likely, therefore, that future versions of QBF-solvers will be the basis of powerful mechanisms for handling consistency in databases.

7 Concluding Remarks

This work provides further evidence for the well-known fact that in many cases a proper representation of a given problem is a major step in finding robust solutions to it. In our case, a uniform method for encoding the restoration of database consistency by signed formulae allows us to use off-the-shelf solvers for efficiently computing the desired repairs.
As shown in Corollary 5.1, the task of repairing a database is on the second level of the polynomial hierarchy, hence it is not tractable. However, despite the high computational complexity of the problem, the experimental results of Section 6 show that our method of repairing databases by signed theories is practically appealing, as it allows a rapid construction of repairs for large problem instances.
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